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1. INTRODUCTION AND NOTATION

Let (.0, sf, P) be a probability space. Let IRk be endowed with the
euclidean norm I I and denote by 2',,(.0, sf, P, IRk) the system of all random
vectors X:.o -+ IRk with E(IXI P) < 00.

Let X n E .P2(.o, sf, P, IRk), n EN, be a sequence of ij.d. random vectors
with positive definite covariance matrix V. Put Sn= V-I/2L~~1 (Xv
E(Xv )) and denote by <PO, I the standard normal distribution or its
distribution function in IRk. Let 7: n :.o -+ N, n EN, and 7::.0 -+ (0, 00) be
sf-measurable.

The classical random central limit theorem states that

H n(7:):= sup Ip {~:;~t}-<Po,it)1 =0(1)
IE lR:k L n

if 7:nln -+ 7: in probability, or equivalently, if

(1) for all e > O.

This was proven first for a constant and for a discrete limit function 7: by
Renyi [21]. For an arbitrary limit function 7: it was proven by Blum,
Hanson and Rosenblatt [4]. The important role of the random central
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limit theorem for various fields of applications such as sequential analysis,
Monte Carlo methods, and the theory of Random walks and Markov
chains is nowadays well known.

Hence it seems desirable and worthwhile to find convergence rates for
Hn(T). Several papers have been devoted to this (see [13,14] and the
literature cited there). Hitherto, rates of convergence for H n ( T) were known
only for constant limit functions T, or a little bit more general, for limit
functions T which are independent of the whole process.

For a constant T (and Xn E 2'3) it was proven, e.g., in [13, 14], that the
sharpened "type (l )"-version

(2)

implies Hn(T)=O(e~/2), where l/n~enlO (a result which was applied, e.g.,
in [10,12] and extended to other processes in [1,2,11,23]). An example
given in [14] shows that this result fails for a non-constant limit function
T: the convergence order of Hn(T) can be made arbitrarily slow, even with a
two valued limit function T: Q -+ {I, 2} and with Tn = nr (whence (2) holds
for each sequence en)' It is the purpose of this paper to close this wide gap
between constant and non-constant limit functions T. Furthermore, we
consider instead of H n(T) the larger

where ({j is the system of all convex Borel-measurable sets of IRk. Some of
our auxiliary lemmas in Section 4 (Lemmas 4.1-4.4) are needed only to
handle the class of convex sets and can be omitted if one is only interested
in distribution functions (i.e., in H n( T) instead of Hn( T)).

To deal with non-constant T, the problem is to find a reasonable con
dition for T, which guarantees-together with (2)-a good convergence
order for Hn ( T).

It turns out that the "one-sided" Hausdorff-metric between u-fields u(T)
and u(X" ..., Xn ) allows one to formulate such a condition (where u( Y) is
the u-field generated by Y).

If do, f!Jocd are u-fields, define

dCA, f!Jo) = inf peA LlB),
BE olio

p(Jdo, f!Jo) = sup dCA, flo)·
A EdO

Observe that p(Jdo, flo) + p(!JIo, do) is the Hausdorff-metric between do,
flo, if the sub-u-fields are completed; otherwise we have only a pseudo
metric in general.
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The distances d(A, a(X1 , ••• , X n )) have been used in [15-17] to obtain
convergence orders and asymptotic expansions for the conditional central
limit theorem of Renyi. The Hausdorff distance between a-fields or a-lat
tices was studied by Boylan [5], Neveu [20], Rogge [22], Brunk [6], and
Mukerjee [19] and used to obtain uniform convergence rates in martingale
theorems.

In this paper we use the Hausdorff distances to get the following: Let
0< rt <!, {3 E IR, and infr(Q) > O. Then condition (2) and

(3)

imply that

(4)

(see Theorem 2.1). An essential tool for the proof of this result is an
inequality for the Hausdorff-metric of a-fields, proven in [18].

Let us remark that condition (3) is for instance fulfilled for each stopping
time r with E(..fi) < 00, since in this case p(a(r), a(X1, ...,Xn )):(

sups P{(rE B) 6 (r EB (") {l, ..., n})}:( P(r > n}:( (1/~)E(..fi).
Examples show that all convergence rates in (4) are optimal in the

following sense:
If r n = nr-whence (2) is fulfilled for each sequence Gn- you cannot

obtain a better approximation order than O(n-~(1gn)a+P) for Hn(r)
under assumption (3). If r is a constant limit function-whence p(a( r),
a(XI> ..., X n )) =~you cannot obtain a better approximation order than
O(G~/2) for Hn(r) under assumption (2).

Our Example 2.6 explains the occurrence of the special sequence
n - ~(1g n)p in Theorem 2.1.

Applications of Theorem 2.1 yield:

(a) Ifr n are stopping times, r(Q) is finite, O<rt<'!, and

P {I :;- 1I> n - 2~ } = 0 ((n Ig n) - ~ ),

then

(b) If r: Q -+ N is a stopping time with E( r b
) < 00 for some b > !,

then

~~~ IP {(n~)~/2E c} - cPo.1(C)1 = O(n-
1
/
2

).
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Part(a) follows from Corollary 2.12, applied to 13= -C(. Part (b) follows
from Theorem 2.1 applied to Tn =nt, en = lin, C( =!, and 13 = -2: Obviously
(2.2) holds; (2.3) holds as

p(u( T), u(X1, •••, X n)) ~ P{ T> n} ~ (l/n b E(TO)) = O(n -1/2(lg n) -2).

Results on convergence rates in the random central limit theorem for the
special case that the random indices Tn are independent from the process
Xn , nE N, can be found in [7-9,13,25]; in the first two papers Xn is even
a martingale difference sequence.

2. THE RESULTS

The following theorem is the main result of this paper. The proof is given
in Section 3.

2.1. THEOREM. Let XnE~3(Q, d, P, ~k), n EN, be i.i.d. with positive
definite covariance matrix V. Let Tn: Q -+ N, n EN, and T: Q -+ [c, (0) be
d -measurable with c> O. Let 0 < en -+ 0, 0 < C( ~!, 13 E ~, and assume that

(2.2) P {I :; - 11 > en} = O(e~/2),

(2.3) p(u(T), u(X1 , •••, X n)) = O(n -1X(lg n )p).

Then

(2.4) ~~~ IP Ln~;;/2 E C} - t[Jo.I(C)1 = O(e~/2) +O(<5n),

(2.5) sup IP {~~; E C} - t[Jo.AC)1 = O(e~/2) + O(<5n),
CE'C Tn

where

n- I / 2 •,
n - 1/2 19 19 n;

n -1/2(lg n)p + 3/2;

n-lX(lg n)P+<X;

C(=!, 13< -3/2

C( =!, f3 = -~

C( =!, 13 > -~

o< C( <!, f3 E ~.

The reader might wonder why we use in (2.3) the special sequences
n-lX(lgn)p and why we do not try to construct a general function qJ (e.g.,
qJ(x) = x Y ) such that condition (2.2) of Theorem 2.1 and
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imply
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(2.8)

Unfortunately a result of this type does not hold as the following example
shows. Observe that in this example r(Q)= {I, 2} and rn=m= em],
whence condition (2.2) is fulfilled for each sequence en and therefore
especially for en = lin.

2.6. EXAMPLE. Let X n E 2"3(Q, d, P, IR), n EN, be i.i.d. with E(X\) = 0,
E(X7) = I such that PXI is non-atomic. Let cp: [0, 1] -.IR be strictly
increasing and continuous with cp(o) = 0. Then there exists a sequence an ~°
and a measurable function r: Q -. { 1, 2} such that

(2.7)

and

IP{Sm ~o} - tP(O)1 ~ c(1/n 1i2 + cp(an))

infinitely often for each c> 0.

Proof See Section 3.

Let us point out now that the convergence orders in Theorem 2.1 are
optimal. Example 3 of [13] shows that if r is a constant limit function
(whence p(u(r), u(X\, ..., X n )) = 0), condition (2.2) does not guarantee a
better convergence order in (2.4) and (2.5) than O(e~/2). The following
example shows that condition (2.3) does not guarantee a better con
vergence order in (2.4) and (2.5) than Dn(IY.,P), even if r(Q)= {1,2} and
r n = m (whence condition (2.2) is fulfilled for each sequence en)'

2.9. EXAMPLE. Let X n E 2"3(Q, d, P, IR), n EN, be i.i.d. with E(X\) = 0,
E( X7) = 1 such that PXl is non-atomic. Then there exists a measurable
function r: Q -. {I, 2} such that

(2.10 )

and

a =!, P= -i
a =!, P> -i
o< a <!, PE IR

for infinitely many n EN (where c = c(a, P, Px) > 0).

Proof See Section 3.
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The following result is an application of Theorem 2.1 to the case where
the random summation indices t n are stopping times and the limit function
t assumes only finitely many values. In this case, condition (2.3) of
Theorem 2.1 can be deduced from a suitable form of condition (2.2).

2.12. COROLLARY. Let X n E .!l'3(Q, d, P, IRk), n EN, be i.i.d. with positive
definite covariance matrix V. Let t n : Q --+ N, n EN, be stopping times and t:

Q --+ (0, 00) be d-measurable such that t(Q) is finite. Let 0 < IX ~ 1, PE IR
and let f>" = f>n(IX, P) be defined as in Theorem 2.1. Assume that

Then

(a)

(b)

~~~ IP { (n~;"1/2E c} - ep o. l( C) I= O( f> n),

sup IP {~~; E C} - epa. i C) 1= O(f>n)'
CE'{f t n

Proof Since n-lX(lg n)p = O(f>n), assumption (2.2) of Theorem 2.1 is
fulfilled with en = f>~ according to (*). Hence the assertion follows from
Theorem 2.1 if we show that

(1 )

Since t(Q) is finite, (1) is shown if we prove for each bEt(Q) that

(2)

Put

nEN,bEt(Q).

Since t(Q) is finite there exists no EN such that

(3 ) A(n, b), bE t(Q), are disjoint for all n ~ no.

Let bE r(Q) be fixed and put k(n) := max{j EN: j ~ bn(l + f>~)}. Since tn'

n EN, are stopping times, we have

(4 )

640/53·1-7
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(5)

By (3) we obtain for all n ~ no that

{r=b}L1A(n,b)c{I:~-ll>b~}.

Hence (4), (5), and (*) imply

(6) d( {r = b}, a(X" ..., Xk(n»)) = O(n -a(lg n )13).

Since k(n) ~ 2bn for sufficiently large n E N, (6) implies (2).

Remarks. (a) It is possible to prove modified versions of Theorem 2.1
and Corollary 2.12 under a weaker moment condition (X, E .P2 +€ for some°< I: < 1), using

sup Ip{ ~72EC}-cPO.f(C)1 ~en-€12
Ce'IJ n

(see formula (18.25) of [3]) instead of ~ en - '/2.

(b) If we replace condition (2.3) of Theorem 2.1 by

p(a(r), a(XI , ... , Xn, Y))=O(n- a(lgn)I3),

where Y is independent of X n , n EN, we obtain a slight generalization of
Theorem 2.1. The proof does not change. This generalization essentially
contains a result of [14], where r is independent of X n , nEN; choose
Y=r.

3. PROOF OF THE RESULTS

In this section we prove the results of Section 2, postponing the proofs of
some auxiliary lemmata to Section 4.

Put [x] = min {n EN: x ~ n} for x E IR.

Proof of Theorem 2.1. Let w.l.g. E(Xd = 0, V = I. As bn ~ n - 1/2, we may
w.l.g. assume that I:n ~ 1/(en). Hence (2.2) implies

Considering En = 21:n instead of I:n we may therefore replace condition (2.2)
by

[i] with
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We will show that

~~~ IP {[~~jr~/2 EC} - (/>0, /(C)I = O(<5n),

~~~ (P{3VEln(W): [n~(~jl/2EC}

- P {'IV EIn(w): [n~(~~jl/2 EcD
= 0(c~/2) + O(<5n)

where In(w) = {v EN: [nr(w )]( 1 - cn):::; v:::; [nr(w)](1 + cn)}·
Let us at first prove that (I) and (II) imply the assertion. Put

{
Sy(w) }

An(C) = [nr(w)] 1/2 E C for all vE In(w) ,

{
Sy(w) }

Bn(C)= [nr(w)]1/2E Cfor some vEln(w) .

93

Since P{w:!Aw)¢ln(w)}=0(c~/2) by [i] and since [nr(w)]Eln(w), we
have

P(An(C)) - 0(c~/2):::; P {[n~]1/2 E c},
P {[~~jr~12 EC} :::; P(Bn(C)) + 0(c~/2).

Hence (I) and (II) imply

(1) ~~~ IP {[n~]nl/2 E C} - (/>0. /( C) I= O(c~l2) + O(<5n).

We have

{! [nr]I/2 I 12} {I [nr]1/2 II}
(2) (nr)I/2 -1 >cn/ C (nr)I/2 -1 > (cn)I/2

We obtain (2.4) by (1), (2), and Lemma 4.4 applied to Yn=Sr)[nrr/2,
'n= [nrr/2j(nr)1/2, and an=c~/2+<5n' Furthermore, we have for all nEN
with f: n :::; ! that

{I [nr]I/2 I 1/2} {I [nr] I } {I!n I }~-1 >(2cn) C ~-1 >2cn C [nr]-l >cn .
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(3 )

Now (1), (3), and Lemma 4.4 yield (2.5).
Thus it remains to prove (I) and (II).

In the following Ci are constants only depending on the distribution of
XI' IX, [3, and the lower bound C of •.

Proof of (I). Let N I ={2 i :iEN}, Nn={vENI:v~[n/lgn]}, and
j(n) = max N n ; n ~ 3. For each BE d put

(4 ) B(v):= {P(Bld v»!}, vEN,

where .>I.. := a(X[, ..., X..}. Put furthermore

(5)

where P3 = E(IXI 13
) and k is the dimension of ~k. We prove later that for

all BEd, mE N, m~2,

(6) ~~~ Ip{~~2EC, B}-cPo.[(C)P(B)!

~d(B,~(m)+ CII/2 (P(B(1»+f IXl1dP)
m B(I)

+ ;~/2 v~m ((Vlgv)1/2d(B,dv/2)

+f IS.I dP).
A,n (B(v) .1B(./2»)

We show at first that (6) implies (I). Let n E N be fixed with n ~ 2 and
nc ~ 2. Put

Bm:= {Em] =m} Ea(.), mEN.

Since • ~ c > 0 we have for all C E «f that

(7) IP {[~~Jti/2Ec}- cPo, [(C)I

=lmEc P{~~2EC, [m]=m}-cPo.[(C)p{[ntJ=m}1

~ mEc Ip {~~2EC, Bm} - cPo. ,.(C) p(Bm)l·
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By (7) and (6}--applied to B=Bm for each m~nc-we have

Ip {[~~'jT~/2 E C} - cP 0,/(C)I~jtl RiC, n)

with

m~nc

To prove that (6) implies (I), we have to show that

95

(8) sup Rin)::::; C3 bn ,

CE'6

j = 1,2,3,4.

As BmE<T(t), mEN, are disjoint we obtain from Lemma4.8(i) and
assumption (2.3) that

m~nc

::::; 4p( <T( t), J3t}( [nc])

::::; C4(J( [nc]) -"'(lg j( [nc]»13
(2.3)

Since Bm(l), mEN, are disjoint according to (4), we have

Furthermore, we have

~ 1 ~
::::; Cg L. ( n)I/2 L (v Ig v) d(Bm , ~/2)'

I'E 1'\11 J1 (1'/2)nc "" m < ~c. VE N["""J
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As Bm E a(r), m E~, are disjoint, we obtain from Lemma 4.8(i) and
assumption (2.3) that

As (lip 1/2) " V1/2 - a(lg v)p + 1/2 ~ C (j by Lemma 4 7 we obtain
~\'ENp -.....::: 10 p • ,

R3(n)~cll L (j[l'nc]~C12(jn,
I'EN[

where the last inequality follows by a direct computation from the
definition of (jn = (jn(a, f3).

As Bm ( v), m E ~, are disjoint for each v E ~, we have

R4(n) ~ ~22 "~[ m~nc (L.nBml
V

) ISvl dP+ L, nBml v/ 2 ) ISvl dP)

~ 2c l3~ L f ISvl dP.
n "EN, A~.

By Lemma 4.9 this implies

Hence (8) is proven. Thus (6) implies (I) and it remains to prove (6).
Let BEd and 2 ~ mE ~ be given. Then

(9) IB= IB-IB(j(m))+ L (1B(v)-lB(v/2))+ IB(1)·
VE N m

(11)

For vENmu {l} put

(10) )'V := sup IE((l (Sm/m 1/2EC) -ifJo,I(C))(I B(v) -I B(v/2)))I,
CE't'

where Bm := r/J. By (9) and (10) we have

'1m:= ~~~ Ip{~C2EC, B}-ifJO.I(C)P(B)1

~E[IIB-IB(j(m))I]+ L )'v'
veNmu{l}
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By (4) and Lemma 4.8(ii) we have
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(12 )

Hence (11) implies

(13 ) "1m::::; deB, ~(m)) + L }'".
~'€NmU {I}

By Lemma 4.10 we have for all v E Nm U {I} that

(14) sup IP( S~2 E CI d,,) - r[Jo.I(C)I::::; C~~2 (V I/2+ IS"I).
CE'€ m m

By (10) and (14) we have

}Iv = ~~~ If (p (~~2ECI d,) - r[Jo, I(C)) (1B(v) -l B(v/2)) dPI

Hence

(15)

and for vENm

(16)

YI::::; C:/2 (P(B(1 )) +f IX II dP)
m B(I)

Yv::::; C~~2 V
I
/
2p(B(v) AB(vj2))

m

CIS f+172 ISvl dP
m A,n(B(v)<1B(v/2»

+ C ~~2 (v 19 V)1/2 P(B(v) AB(vj2)).
m

Since P(R(v) ,1B(vj2))::::; 2d(B, d,/2) by (12), we obtain from (16) for each
VE N m that

(17) Y,,::::; C2 ~/2 ((V 19 V)I/2 deB, d,d +f IS"I dP).
m A,n(B(v)<1B(v/2»)

Now (13), (15), and (17) imply (6). Thus (I) is shown. It remains to prove
(II).
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Proof of (II). We have to show

(18) sup P(Bn(C)) - P(An(C)) = O(e~/2) + O(bn).
CE~

Let n be fixed and put Bm = {Em] = m} E a(r).
Let In(m) = {v E 1\1: m(l-en)~ v~ m(1 +en)}; we have

(19) P(Bn(C)) - P(An(C))

= L {P(Bn(C)nBm)-P(An(C)nBm)}
m~nc

m~nc

Let Am = {P(BmI~(n») >!}. Then Am E ~(n), mE 1\1, are disjoint and
P(BmJAm) = d(Bm, ~(n))' Hence (19) implies

(20) P(Bn(C))-P(An(C))~2 L d(Bm, ~(n»)
m~nc

m~nc

As Bm , mE 1\1, are disjoint, we have by Lemma 4.8(i) and assumption (2.3)
that

(21)
m~nc

Using Lemma 4.2(ii) and Am E ~(n) we have for all m ~ nc that

(22) P{ Am, Sy E ml/2C for some vE In(m)}

-PrAm, SyEm '/
2Cforall vEln(m)}

= f P(3v, Jl E In(m): Sy Em l/2C, Sit ¢ ml/2CI'~(n)) dP
Am

J 2men ) 1/2
~c'8P(Am)m(l_en)_ j(n) ~cI9P(Am en

for sufficiently large n. Now (20), (21), and (22) imply (18), i.e., (II) is
shown.
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Construction of Example 2.6. Let w.l.g. qJ(x) ~ x, otherwise consider
qJ(x) v x. From the central limit theorem we directly obtain that

(1) lim P {Sn > 0, S2n ~ o} =: b > o.n _ ex)

Let '7n :=n- I /2 and I/J :=qJI/2. There exists a subsequence i(V)EN, vEN,
with

(2) L '7i(v) ~ I/J -1('7i(m), mEN,
\'>m

L
1

(3) '7i(v) ~4 b.
VEN

Now we inductively construct k(m) EN, k(m) > k(m - 1), and sets
Bk(m) c Q such that

(4 )

(5)

k(m)~i(m+1), Bk(m) E a(Xv : v ~ k(m»,

(6)

(7)

Let us at first show that this construction implies the assertion. Let
B = Lv E N Bk(v) and put

Define the sequence an by

(8) for k(m)~n<k(m+ 1), mE N.

Let m be such that k(m)~n<k(m+1). Using (2) and (6) we have

v>m

Relation (9) implies (2.7). Furthermore, we obtain for all n = k(m),
mEN-using the theorem of Berry and Esseen-that



100 LANDERS AND ROGGE

IP{ sm ~ O} - ~(O)I

= IP{Sn~O, B} +P{S2n~0,Q-B} -~(O)I

= IP{ s" ~ 0, B} - P{ S2n ~ 0, B} + P{ S2n ~ O} - ~(O)I

~IP{Sk(m)~O, '~1 Bk(,)}-P{S2k(m)~0, '~1 Bk(,)}

- I P(Bk (,) - nCl~21
~'>m

b C 1
~ -gl'/;(m)-an --"l72

(2), (6), (7) n

Since t/J(an) = (cp(an))I/2~a~/2 we consequently obtain for all n=k(m) with
sufficiently large m that

Since, furthermore, for all n = k(m)

we obtain (2.g).
Thus it remains to construct k(m) EN, Bk(m) c Q fulfilling (4)-(7).
According to (l) there exists k( 1) ~ i(2) such that

P{ SkI!) > 0, S2k(l) ~ O} ~ b/2.

Now apply Lemma 4.6 with do = U(X,: v~ k( 1)), A = {S2k(l) ~ O},
Ao= {Sk(I»O}, rx=b/2, and e=I'/;(I); then e~rx/2 by (3) and
P(A n Ao)~ rx. Hence there exists Bk(l) c {Sk(!) > O}, Bk(!) E u(X1 , ... , Xk(l))
such that

P(Bk(I)) = 1'/;(1)'

Hence (4)-(6) are fulfilled for k(l), Bk(l) and (7) holds as

IP{Sk(l) ~O, Bk(I)} - P{S2k(l) ~O, Bk(I)}1

= P{ S2k(l) ~ 0, Bk(I)} ~ (b/4) 1];(1)'

Now assume that k(v), Bk(v) are defined for v~m such that (4)-(7) hold.
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According to the conditional central limit theorem of Renyi there exists
k(m+ 1)~i(m+2) v k(m) such that

(10) IP{Sk(m+I)~O, "~I Bk(V)}-P{S2k(m+ll~0,"~I Bk(v)}1

b
~-'1-...;: 8 i(m+ I)'

Since L:"= I P(Bk(v)) ~ b/4 by (3) and (6), k(m + 1) can be chosen according
to (1), such that additionally

(11) P ( {Sk(m + I) > 0, S2k(m + I) ~ O} - v~m Bk(v))

m b
~ P{ Sk(m+ I) > 0, S2k(m+ I) ~ O} - L P(Bk(vl) ~2'

v=l

Now apply Lemma 4.6 with do = a(Xv: v~ k(m + 1)), A = {S2k(m+ I) ~ O},
Ao= {Sk(m+I»O}-Uv,,;;mBk(v), rt.=b/2, and s='1i(m+I); then s~rt./2

by (3) and P(AnAo)~rt. by (11). Hence there exists Bk(m+IIE
a(Xv : v~k(m+ 1)) such that

(12)

(13)

(14 )

v~m

P(Bk(m+ I)) = '1t(m+ I)'

P{ S2k(m+ I) ~ 0, Bk(m+ I)} ~ (b/4) '1i(m+ I)'

Thus (4H 6) are fulfilled for m + 1. It remains to prove (7). We have

IP{Sk(m+I)~O,~II Bk(V)}-P{S2k(m+I)~0,~~II Bk(v)}1

(~)I P {Sk(m+ I) ~O, V~I Bk(Vl} - P {S2k(m+ I) ~ 0, V~I Bk(v)}

- P{ S2k(m+ I) ~ 0, Bk(m+ I)} I
b

~ P{S2k(m+I)~0, Bk(m+I)} --8 '1i(m+l)
(10)

b b b
~ -4 '1i(m + I) --8 '1i(m + I) =-8 '1i(m+ I)'

(14)
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Thus (7) holds for m + 1. This finishes the inductive construction of k(m),

Bk(m)'

Construction of Example 2.9. Let IX, (3 be fixed. There exists n lEN such
that

(1) En :=n-~(lgn)p is decreasing and ~! for n~nl'

Put En = ! for n < n I' Then there exist, according to Lemma 4.5, disjoint sets
BvE cr(X I , ••• , Xv), V EN, such that with B = LVE N Bv,

(3) P(S2n ~ 0, B) - P(Sn ~ 0, B)

for infinitely many n EN and some co> O.
Put t= 18 +21 0 _ 8 , Then (2) implies

i.e., (2.10) is fulfilled. Since Ev- Ev+ I~ C1(1/v H I)(lg v)p for sufficiently large
v, it is easy to see that for some n2 > n l

1 [n/lgn]

(4) 172 L (vlgV)I/2(Ev-Ev+d~c2c5n forall n~n2'
n ,'=1

where

IX =!, {3 = - ~

IX =!, {3 > - ~

o< IX <!, (3 E IR.

Now let n ~ n2 be such that (3) holds. Then

fl>(0) - P(Snt ~ 0) = fl>(0) - (P(Sn ~ 0, B) + P(S2n ~ 0, Q - B))

=P(S2n ~ 0, B) - P(Sn ~ 0, B) + fl>(0) - P(S2n ~ 0)

~ C3 c5 n - En + fl>(0) - P(S2n ~ 0)
(3). (4)

and hence by the theorem of Berry and Esseen

~ C3 ()n - En - c4(lln l
/
2)~ C ()n,

if n is sufficiently large. Hence (2.11) holds for infinitely many n EN.



RANDOM CENTRAL LIMIT THEOREM

4. AUXILIARY LEMMAS
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In this section we collect all lemmas which are used for the proofs of our
results.

To deal with arbitrary convex sets instead of rectangles in Theorem 2.1,
we need the first four lemmas.

For CelRk, yElRk put d(y, C)=inf=Ecly-zl and K,(y)= {ZElR k
:

1y - zi < I':} for I': > O. Furthermore, let

and

It is well known that C EC(l implies C EC(l, C-' EC(l.

LEMMA 4.1. For each C EC(l we have

(i) C-' = C-"
(ii) (C)-'e C,

(iii) (C-z)- (C-Z)-21=1 e c2r - (C2r)- 5r for ZE IRk, Izi ~r,

where C is the closure olC and C-z= {c-z: CEC}.

Proof Part (i) follows from the fact that the interior of C is equal to
the interior of C.

(ii) Let w.l.g. C = C. We have to prove

(1 )

Let y ¢ C be given. Then there exists Yo EC with

Iy- Yol = inf ly-cl·
CEC

Choose I E IRk with

(2) 1/1=1 and <f,y-c>~IY-Yol forall CEC,

where <x, y> is the scalar product of x, y E IRk. For existence see
Theorem 1.1 of [24, p.360].

Let z = y + (1':'/1 Y - Yol)( Y - Yo) with 1':' = max(O, I': -I Y - Yol). Then we
obtain, using (2), that zEKAy)n(lRk-C'). Hence (1) is shown.

(iii) As C-zeC2r, we have to prove {C2r)-5r e {C_z)-2 Iz l • As
C-3reC-31=le(C_z)-2IZI, it suffices to prove {C2r)-5r e C- 3r. This
follows from (i) and (ii):

(c2r )-5r e [(c2r )-2r] -3r e C- 3r= c- 3r.
(ii) (i)
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LEMMA 4.2. Let Xn E 2'3(Q, J?1, P, IRk) be i.i.d. with E(Xd = 0 and
covariance matrix l. Then there exists a constant co~depending on the
distribution of Xl only~such that

(i) supP{31',flE[P,q]:S"EC,Sl"iC}
CE'G

"';;,Jo J(q - p)/p; p, qE N, P < q,

(ii) sup P(3v,flE[P,q]:S,.EC,Sl"iCIXI, ...,X;)
CE'G

~':;,JoJ(q- p)/( p - });j < p < q.

(II )

(I)

Proof (i) Since P{3v, flE[p,q]: S,.EC,Sl"iC} = P{SpiC,
(p, q]: S,. E C} + P{ Sp E C, 3fl E (p, q]: SI" i C} it suffices to prove

Jq-psup P{Spi C, 3VE (p, q]: SvE C} ~ C --,
CE~ P

sup P{ Sp E C, 3v E (p, q]: Sv i C} ~ c Jq - p.
CE'G P

Proof of (I). Let C E '?J and p < q be given. Put Y,.:= Xp+ v' V EN.

Ap.q = P{Spi C, 3VE (p, q]: SvE C}

=P {Spi C, SpE C- ;tl Yjfor some v~q- p}.

As Sp is independent from Y I , ••• , Yq _ p we obtain that

3v E

(1) Ap. q = fP {sp ¢ C, Sp E C - jtl yJor some v~ q - p} P y(dy),

where Y = (Y I , ... , Yq _ p) and Y = (YI' ... , Yq _ p). As (D - Z)-21: 1cD for all
zEIRk, DclRk, we have (D-z)-Dc(D-z)-(D-z)-21=1, and hence

with D = (l/JP)C and Zv = (l/JP)( YI + ... + Y,.)

(2)

q-P{S S 1 ,. }
c U i:¢D, i: ED - r= L Yj

v~l yP yP yPj~l

q-p {S }c U i: E(D-z v)-(D-z,.)-21:vl.
v~1 yP
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By Lemma 4.1 we have

q-pU (D - z.) - (D - Z,,)-2 Iz,1 C D 2a(y) _ (D 2a(y») -Sal Y),

\'= 1

105

where a(y) = max{ Iz.l: 1~ v~ q - p} = max{ 1(1/vPHYI + ... + y.)I:
1~v~q-p}.Hence by (I) and (2)

Ap , q ~ fP {~E D 2a
(y) - (D 2al

y»)-sa(y)} P y(dy).

As D 2a(Y)EC(/, (D 2a(Y))-Sa(Y)EC(/, we obtain from Corollary 17.2 of [3] that

where the last relation follows from a well-known inequality. Equation (II)
runs similarly as (I) but is somewhat easier.

(ii) Put Y;=Xj + i , iEN, Sm=L:7'=1 Yi , As (Xt, ...,Xj ) and
(YI , •••, Yq _ j ) are independent we obtain that

(3) P {3V, JlE [p, q]: S._jE C - it Xi' SIl-jl/' C - itl Xi}

E P(3v, Jl E [p, q]: S. E c, Sill/' CI Xl' .." X;).

As

P {3V, JlE [p, q]: S._jE C- itl Xi' SIl-jl/' C- itl Xi}

=P{3V,JlE[P-j,q-jJ;S.Ec-
i
tl Xi,SIlI/'C-itl xl

we obtain (ii) from (3) and (i).
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LEMMA 4.3. Let 0 < a ~ ! and C E f#j. Put

C(a)= U [_1_ y,_1_ y J.
yEC l+a I-a

Then [(a), C(a)Ef#j, [(a)cCcC(a) and

sup l/>o.[( C(a) - [(a» ~ c(k)· a
CE'if

with a suitable constant c(k), depending only on the dimension k.

Proof As CEf#j we obviously have [(a)Ef#j and

C C
(1) C(a)=-n-.

- l+a I-a

A little reflection shows also that C(a)Ef#j. We show at first that

(2) sup l/>0,l(C-AC)~c!(k)(1-A),
CE'tf

O<A<1.

Let DE f#j with 0 ED. Then AD c D and we obtain according to Lemma 4
of [17] applied of1= l w and a = A that

(3) l/> o. [(D - AD) =fO.w<A.x) - 1.w(x)) l/> 0, Adx)

~ c! (k)( 1- A).

Now let if>::I' C E f#j and put D =U {I]C: 0 ~ I] ~ l}. It is easy to see that
OEDE~ and C-ACcD-A.D. Hence (3) implies (2).

To prove (*) it suffices to show that

(4) sup l/>0.AC-[(a»~c2(k)a,
CE'tf

(5) sup l/>o, AC(a) - C) ~ c3(k)a.
CE'tf

Proolof (4 ). We have by (1) and Lemma 4 of [17]-applied to 1= 1c

and 1- a instead of a-that

(6) l/>o, [(C) -l/>oj[(a» =f (1 dx) - 1C/(! +a)n C/(l- a)(x» l/>o. Adx)

= f(ldx ) -ld(1-a) x» l/>o.Adx)

+ f (1c/l-a)(x)-lC/(I-a)nC/(I+a)(X» l/>o,l(dx)

~Cl(k)a+410·[C=a -1 ~a).
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Put D = c/(l- a). Then C/(1 + a) = ((1 - a)/(l + a))D and hence by (2)

(7) ( C C) (I-a)c[J ----- -c[J D--Do. [ 1_ a 1+ a - 0, [ 1+ a

( I-a):0:; c,(k) 1- 1+ a :0:; 2c,(k)a.

Now (6) and (7) imply (4).

Proof of (5). Put Cl = UYEC [y, Ay], A> 1. We show that

(8) sup c[Jo,[(Cl - C):O:; c4(k)(A -1).
CE~

Let D E ~ with 0 E D. Then Dl = AD and we obtain as in formula (3) that

(9)

If ¢J # C E ~, we have D = U{'7C: 0:0:; '7 :0:; 1} that 0 E D E ~ and
Cl-CcDl-D. Hence (9) implies (8). To prove (5) put D=c/(l+a).
Then C(a)=D('+a)/('_a) and we obtain from (8) and Lemma 4 of [17]
that

c[Jo,AC(a)-C)

= c[Jo, [(Do +a)/(' - a) - D) + c[JojD) - c[Jo,[( C)

:0:; c4(k) (~ ~: - 1) +f(1C/o + a)( y) - 1C/o + a) (1 : a)) c[Jo. [(dx)

:0:; 4c4(k) a + c,(k) (1-1~ a):O:; c3(k)a.

This proves (5).

LEMMA 4.4. Let 0 < an -+ O. Let Yn: Q -+ IRk and ~n: Q -+ IR be random
variables. Assume that

(i) sup IP{ Yn E C} - c[J 0, AC)I = O(an ),
CE~

(ii) P{ 11 - ~nl > an} = O(an).

Then

sup IPgn YnE C} - c[Jo,[(C)1 = O(an).
CE~

640:53 1-8



108 LANDERS AND ROGGE

Proof Let C E rt' and n E N with an ~! be given. With ~(an)' C(an) of
Lemma 4.3 we have

{ YnE ~(an)} (") {II - U ~ an} c {~n YnE C} (") {II - ~nl ~ an}

c{YnEC(anl}.

Hence we obtain from (ii) that .

(1) P{ YnE ~(an)} - O(an)~ P{ ~n YnE C} ~ P{ YnE C(an)} + O(an).

By Lemma 4.3 we have

(2)

(3)

sup 4'o.r(C(an)) - 4'o,r(C) ~ c(k) an,
CE'6

sup 4'0, AC) - 4'o,r(Qan)) ~ c(k) an"
Ce(6'

As ~(an)' C(an)Ert' by Lemma 4.3, (1), (2), (3), and (i) imply the assertion.

LEMMA 4.5. Let XnE 2 3, n EN, be i.i.d. with E(Xd = 0, E(.¥i) = 1 such
that P K, is non-atomic. Let Enl with En = O(n -Y) for some Y> O. Then there
exist disjoint B,. E a(X1, ... , Xv), V EN, such that with B = L"E 1\1 B",

(1)

(2)

P(B,,) ~ E" - E,,+ I'

for infinitely many n E N and some c > O.

Proof The proof follows the lines of the proof of Lemma 5 of [15].
You have to replace 4'(0), P(Bv) by P(S2n ~ 0, Bv) and you have to use
instead of Lemma 4 of [15] the following modified version:

For all 0<YI<Y2 there exist cO=CO(YI,Y2»0 and no=no(YI,Y2)EN
such that

if l1(X1, .. " Xv) '3 Bvc {YI (v ]g V )1/2 ~ Sv ~ Y2( v ]g v) 1/2}, V~ no, and v Ig v~ n
(which is proven in a similar way as Lemma 4 of [15]).

LEMMA 4.6. Let PI d be a p-measure and do c d a a-field such that
P Ido is non-atomic. Let A E d, AoE do be such that P(A (") Ao)~ 0( > O.
Then for each E~ 0(/2 there exists a set A, E~, A, c Ao such that

P(A,) = E and P(A (") A,) ~ (aI2)e,
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Proof Let t: ~ 1.1./2 be fixed. Put m:= max {n eN: nt: ~ P(Ao)}. Then
m ~ 2 and P(Ao)= mt: + r with r ~ t:. Since P I~ is non-atomic and Aoe~
there exist-according to a theorem of Ljapunov--disjoint sets
A [, ..., Am edo with Aic Ao and P(A;) = t:, i= 1, .." m. Hence

i~l P(A n A;)=P (A n 1~1 Ai) ~ P(A n Ao)-P (A o- i~1 Ai)

= P( A n A0) - (P( A0) - mt:) }~ 1.1. - r ~ 1.1. - t: ~ 1.1./2.

Consequently there exists ioe{1, ...,m} such that P(AnAio)~(I/m)(I.1./2).

Put A, := Aio ' Then A, c Ao, A, e do, P(A,) = t:, and-as m ~ (1/1') P(A o}

Thus A, has the desired properties.

We collect the next four lemmas for the sake of completeness.

LEMMA 4.7. LetN,={2v:veN}andNn={veN,:v~[n/lgn]}. Then

1

O(nB(lg ny-B);

L vB(lg vY = O((lg nY+ I);
vENn O(lg 19 n);

0(1);

Proof By direct computation.

LEMMA 4.8. Let 1Ji, ~ c d be (J-fields.

(i) If Bne 1Ji, n eN, are disjoint then

t:>o, ye ~

t:=0, Y> -1

t:=0, Y= -1

t:=0, }' < -1.

(ii) If Aed then with B= {P(AIIJi»!}

P(A 6 B) = d(A, 1Ji).

Proof Part (i) follows from Theorem 1 of [18]. Part (ii) follows by a
direct computation (the idea of using this special set B is due to [20]).

LEMMA 4.9. Let Xne 9j(Q, d, P, IRk), n eN, be i.i.d. with E(X1 ) = °and
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covariance matrix I. Let A,. := {lS,.1 > p~/3(2kv Ig V)12}, where P3 = E( IXd 3).
Then

2: f IS"I dP ~ c(k) P3'
~'E N[ A\

where N 1 = {2": \' EN}.

Proof Follows in the same way as formula (32) III the proof of the
d[-inequality of [17] (choose m(i)=2i

).

LEMMA 4.10. Let X n E .,q'3(Q, d, P, IRk), n EN, be i.i.d. with E(Xd = 0
and covariance matrix I. Then there exists a constant c(k) such that for all v,
mEN with v~ m12,

sup Ip( S~2EC lXI, ..., x,)-IPo./(C)! ~c(k) PI~2 (vI/2+ IS"I)·
CE~ m m

Proof Follows directly from Lemma 2 and Remark 3 (ii) of [17].
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